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Abstract

The exchange of data within and between organizations is
governed by company policies and data protection laws. As
policies and data flows change over time, maintaining com-
pliance in data exchange poses a complex challenge. In feder-
ated data architectures, validating data access requests is both
critical and labor-intensive. To formalize this task and en-
able automatic compliance checks, rule-based constraint lan-
guages can be used. However, access constraints often come
from legal texts, and translating them into formal data con-
tracts is tedious, repetitive, and prone to error. This can lead
to inconsistencies and delays in staying compliant with evolv-
ing regulations. To address this, we developed Governance
Al atool based on a large language model (LLM) that evalu-
ates data access requests by considering relevant policies, the
type of data, and the request’s context. To test our approach
at scale, we built an access request generator and a testing
framework for computational data governance. In our evalu-
ation of 110 access requests from two business domains, e-
commerce and life insurance, we found that LLM-generated
test cases were highly realistic and effective for comprehen-
sive testing. Governance Al demonstrated a stricter approach
than human experts, issuing a higher number of warnings and
consistently flagging all critical cases where experts raised
data sharing concerns. While the tool generated 3.6 times
more warnings than human experts, further review showed
that 80% of these were accurate. Our findings contribute to
the automation of data governance by critically assessing the
potential of generative Al in evaluating data access requests
regarding legislation and internal policies.

Tool — datamesh-manager.com

Supplementary material —
github.com/LinusDietz/Automating-Data-Governance

Introduction

The growing reliance on digital technologies has led orga-
nizations to collect and store more sensitive personal data.
While this data offers valuable insights and enables inno-
vation, it also raises serious privacy concerns, prompting
increased regulation (European Parliament and Council of
the European Union 2016; European Union 2024; Califor-
nia State Legislature 2018). Organizations now face a key
challenge: balancing data utility with strong privacy protec-
tion. Sharing data too freely risks privacy breaches and harsh
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Figure 1: Data products and their composition. The shar-
ing of data is defined through data contracts that specify the
usage terms of the output ports.

regulatory penalties (Wolff and Atallah 2021); overly strict
controls can limit useful analytics.

To meet this challenge, organizations need sound data
governance practices that support secure, controlled shar-
ing. Manual access management is costly and prone to er-
ror. Instead, data owners need automation tools to help de-
fine precise access restrictions that let them share data safely
without compromising privacy. A modular data architecture,
such as data mesh, enables this kind of automated gover-
nance (Schultze and Wider 2021; Dehghani 2022; Wider,
Jarmul, and Akhtar 2024).

Data mesh is a recent approach to enterprise data man-
agement. It emphasizes domain-based modularization, fed-
erated governance, and automation through self-service plat-
forms (Dehghani 2020; Schultze and Wider 2021). The core
unit in a data mesh is the data product. A data product is
more than just a dataset treated with a product mindset. It is
also a data service built for composability. This means each
data product is designed to be easily combined with others,
enabling flexible and scalable interoperation. Data products
interact via output ports: defined interfaces that specify the
schema of the shared data. Any conditions tied to an out-
put port, such as service-level agreements (SLAs), guaran-
tees, or constraints, are described in related data contracts.
As shown in Figure 1, higher-order data products consume
data from one or more sources by connecting to their output
ports. These products typically transform the data internally
and may expose their output ports to share new, use-case-
specific data.

Automation and verification of access restrictions, as well
as consumers’ adherence to sharing constraints, can be



achieved through clearly defined, verifiable data contracts.
Using an open standard for structuring these contracts, such
as the Open Data Contract Standard (Bitol 2025), supports
this goal. Consumers, in turn, rely on the guarantees set out
in the provider’s contract, including data structure, quality,
and SLAs (Wider, Jarmul, and Akhtar 2024).

Global privacy rules governing the handling of personally
identifiable information (PII), whether set by law or inter-
nal policy, must also be followed—ideally through automated
checks. One way to enable this is by expressing contract-
level constraints and global governance rules in a machine-
readable format, using a formal constraint language. How-
ever, these constraints often stem from legal or policy docu-
ments, and translating them into formal contracts is tedious,
error-prone, and must be repeated whenever the originals
change.

To address this, we propose a new approach to computa-
tional data governance that draws on the decentralized struc-
ture of data mesh and advances in generative Al. Rather
than requiring translation into formal contracts, we used
large language models (LLMs) to process legal documents,
such as privacy policies, directly. Thereby, we addressed the
core challenge in data governance: determining whether data
flows comply with the constraints defined in data contracts
and global policies, i.e., the critical decision of whether data
access can be granted. While we hypothesize that such a sys-
tem should not fully replace human experts in this decision-
making process, our goal was to reduce their workload by
automating access verification and to assist them with warn-
ings and suggestions about potential policy violations to im-
prove accuracy.

After reviewing related work, we described three method-
ological contributions (C1-C3) and evaluated them, which
led to a fourth contribution (C4).

C1: We described the design of the Governance Al, an
LLM-based tool that automatically checks access re-
quests for policy violations in a data mesh architecture.

C2: We developed a testing framework for checking policy
violations of data access requests at scale.

C3: We evaluated our Governance Al tool using a compre-
hensive set of n = 110 generated data access requests
in two domains.

C4: Based on the results, we evaluated how the Governance
Al tool compares to data governance experts in assess-
ing access requests, as well as the accuracy of its warn-
ings and suggestions.

Our findings have both theoretical and practical implica-
tions for the fast-growing field of computational data gover-
nance.

Related Work

Data mesh is a recent, industry-led approach to decentral-
ized enterprise data management (Dehghani 2022; Schultze
and Wider 2021; Perrin and Broda 2024). Because it origi-
nated in industry, academic research on the topic is still lim-
ited (Goedegebuure et al. 2024), with Machado, Costa, and
Santos being the first to introduce the concept of data mesh

to the academic community (Machado, Costa, and Santos
2022). A key reason for its adoption in industry is improved
efficiency in data governance (Bode et al. 2024; Oppold,
Fritz, and Woltmann 2025), making data mesh a suitable
framework for the goals of our work.

Computational Data Governance

An important concept in data mesh is computational data
governance, which refers to automating governance tasks
using tools provided by a mesh-wide data infrastructure plat-
form (Dehghani 2020). For example, by tagging sensitive
data correctly, the platform can automatically enforce pro-
tections and ensure policy compliance (Wider, Harrer, and
Dietz 2025). In this context, Joshi, Pratik, and Rao (2021)
presented an industry case study on data governance in a
data mesh setting, but with little focus on automation while
Wider, Verma, and Akhtar (2023) examined different ways
to automate governance tasks in data mesh platforms and
proposed a method for checking data privacy constraints au-
tomatically (Wider, Jarmul, and Akhtar 2024). By adopting
sharer-driven contracts, i.e., data product owners define con-
straints for data consumers, we aim to automate the aspect
of data governance that ensures data flows comply with poli-
cies and regulations.

The work presented by Dolhopolov, Castelltort, and Lau-
rent (2024) is similar to ours in that it also implements au-
tomated checks of data access attempts by enforcing gover-
nance policies. However, in their approach, these policies are
formal, rule-based definitions that must be created from le-
gal documents. This creates the need to repeatedly translate
legal text into formal rules whenever the documents change.
Borovits et al. (2023) focus on data privacy in the context
of computational governance in their conceptual framework.
While we build on several of their ideas, we extend their
work by using generative Al and providing an implementa-
tion and evaluation of our approach.

An alternative approach to managing personal data in a
privacy-preserving way is a concept like AuthApp (Both
et al. 2024), which uses the principles of SOLID data pods
to enable GDPR-compliant data sharing (Dedecker et al.
2022; Sambra et al. 2016). As such approaches shift con-
trol to individual users, they take a different direction from
the enterprise-based model described in our work.

Generative Al for Policy Compliance Testing

Generative Al, specifically LLMs, appears well suited for
analyzing legal texts and making decisions on a case-by-
case basis. In a seminal study, (Bignotti and Camassa 2024)
showed that GPT-4, when presented with historic Italian
constitutional court rulings, was able to identify relevant
articles and produce consistent rulings with few halluci-
nations. However, they also noted that the model showed
a clear bias toward progressive interpretations of constitu-
tional law. Li and Maiti (2025) applied an LLM for con-
tinuous compliance checks in the agricultural sector, but
their work does not focus on privacy policies. In the field
of privacy engineering, Amaral et al. (2022) investigated the
use of LLMs for checking whether privacy policies meet
the standards set by the GDPR. Overall, legal LLMs are
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Figure 2: Meta model of the elements involved in a data access request. Each access request, if accepted, represents a data
flow between a providing and a consuming data product. Governance Al examines the request for potential policy violations,
producing a—potentially empty—Iist of warnings, each accompanied by a reference to the relevant section of the applicable

global policy.

an emerging topic with both engineering and ethical chal-
lenges (Lai et al. 2024). In our work, we use LLMs to deter-
mine whether data access requests within a data landscape
are complying with company policies and legislation.

To systematically evaluate our approach, we use LLM-
generated data access request test suites inspired by the work
of Herdel et al., which generated Al application scenarios
to classify them according to the EU Al Act (Herdel et al.
2024; European Union 2024). Test-case generation using
LLMs has been quite widespread in the previous years, such
as in cybersecurity, for creating penetration tests for iden-
tifying security issues (Hilario et al. 2024) and in software
testing (Shin 2024). To the best of our knowledge, our ap-
proach is the first to apply generative Al to support data gov-
ernance in decentralized data architectures.

Governance Al for Analyzing Data Access
Requests

This section describes the design of Governance Al (Wider,
Harrer, and Dietz 2025), which is a feature of a deployed
commercial data mesh management tool'. First, we present
the relevant concepts of the tool needed for this work. Then,
we explain in detail how Governance Al automatically eval-
uates access requests for policy violations.

Basic Concepts of Data Mesh Management

To clarify the concepts of decentralized data architectures,
we use the following abstraction model. A data mesh is
modeled as a metadata graph of different data products and
data flows. The nodes represent data products with their out-
put ports, and the edges represent access dependencies be-
tween data products. Each data product is owned by a team
and provides datasets through separate output ports, which
are distinguished by technology, version, environment, and
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data model. The guarantees, such as data model specifica-
tions, usage constraints, and limitations, are defined within
a data contract for each output port. The commercial tool
is an enterprise data marketplace that supports managing
data mesh architectures with native support for data prod-
ucts and data contracts. It supports both the Open Data Con-
tract Standard (Bitol 2025) and the Data Contract Specifica-
tion (Christ and Harrer 2024) to represent data contracts.

An access request potentially adds an edge to the data
mesh graph, also called a data map. It represents a request
by a consuming data product to access an output port of
a providing data product. Members of the team responsi-
ble for the providing data product can provide access to the
consuming data product. Global policies are rules that re-
strict the structure of the data mesh graph. These rules are
defined in plain text and are not embedded within the graph;
however, they can apply to any element of the graph, in-
cluding data products, teams, data contracts, and data access
requests. An important data governance challenge is to en-
sure that the entire graph adheres to the global policies at
all times. Figure 2 shows policy checks for open access re-
quests, as this is the main focus of this paper.

Detecting Policy Violations of Access Requests
Using LLM-powered Automated Policy Checks

To automate the checking of data access requests, we pro-
pose Governance Al as a feature of a data mesh management
system. At the time of writing, Governance Al used GPT-40
hosted on Microsoft Azure in Sweden with the default con-
tent filter. The outcome of the automatic checks is a set of
warnings describing potential policy violations. Each warn-
ing either references a specific global policy or serves as a
general safeguard, such as ensuring compliance with legal
requirements. Additionally, a warning may include a sug-
gested action to resolve the violation. This information is
presented to the owners of the providing data product, who
decide whether to approve or reject the request.
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Figure 3: Outcome of the Governance Al access request
analysis.

It is a design principle that a human has the final say. This
is necessary for accountability, acceptance of Al solutions
within organizations, and the potential flaws of the technol-
ogy used. Figure 3 shows how the outcome of the Gover-
nance Al check is displayed to a data owner. The Al does
not make decisions but generates warnings to help decision-
makers make informed choices. Under the EU Al Act, this
system is classified as “limited risk,” meaning users must be
informed that the warnings are generated by an Al system.

The prompt engineering consists of both a system prompt
and a user prompt. The final version was developed through
a systematic, iterative process in which each numbered com-
ponent of the prompt, shown in Figure 4, was modified and
evaluated using a benchmark test suite, which we introduce
later. We selected the configuration that maximized the Fi-
score for correctly accepting recommendations and warn-
ings, while ensuring that no access requests deemed inap-
propriate by domain experts were accepted.

The system prompt, shown in full in Figure 5, provides
general instructions about the task, the AI’s persona, and
the steps to approach the task. The user prompt includes all
necessary metadata and context, such as the access request,
the providing and consuming data products, and the relevant
global policies. It also contains specific instructions for de-
tecting policy violations and converting them into warnings
with suggested remediation actions.

Whenever a data access request is submitted, it is auto-
matically checked by Governance Al. Additionally, Gover-
nance Al checks can also be called through a dedicated API,
which we used for testing purposes.

A Data Mesh Testing Framework for
Automatically Checking Policy Violations

This section describes the design and implementation of an
automated framework for testing data governance.

Design Considerations

In general, the testing framework follows a traditional ap-
proach to test automation by executing access request test
cases and producing test results. Each test case runs fully
automatically, in isolation from others, and is designed to
produce reproducible results. However, full reproducibility
was difficult to achieve in practice due to the probabilistic

System prompt
1. Task. Describes the task of analyzing access requests.

2. Persona. The model should adopt the persona of a
Data Governance Expert.

3. Steps. Six steps of how to analyze an access request.
User Prompt

1. Access Request that needs to be analyzed (YAML)

2. Provider side of the access request, including the pro-
viding data product, the relevant output port, the data
contract, and the providing team (YAML)

3. Consumer side of the access request, including the
consuming data product, all output ports, data con-
tracts, and the consuming team (YAML)

4. Global Policies governing the data mesh (text).

5. Detailed Instructions about the task, the require-
ments, and additional constraints.

6. Required Elements of the output with an explanation.
The structure of the required elements was enforced
using the “Structured Outputs JSON mode.”

Figure 4: Structure of the access request analysis prompt.
The full prompt is provided in the supplementary material.

Your task is to analyze data access requests whether the
consumer should be granted access to the data offered by the
provider.

Respond as a data governance expert.

Follow these steps:

1. Understand the purpose of the access request of the con-
sumer.

2. Understand the data contract of the producer.

3. Check that the purpose of the access request is in line with
the data contract of the producer.

4. Understand the global policies of the organization.

5. Validate if this access request violates any policies.

6. Formulate warnings if and only if there is an obvious policy
violation.

Make sure that the access request does not violate any policies
or restrictions of the data contract of the producer.

Figure 5: System Prompt of Governance Al



nature of LLMs. The elements of an access request test case
and its corresponding test result are as follows:

e Data map
e Access request
» Expected outcome (No objections, warn)

¢ Actual outcome (No objections, list of warnings, error)

Each test case describes a complete data mesh, which in-
cludes a specific access request to be checked and an ex-
pected outcome to be asserted. The test execution flow con-
sists of three steps: the “Setup step,” which resets the state
to match the data mesh defined in the test case; the “Test
step,” where Governance Al runs the policy check for the
specified access request; and the “Assert step,” where the
expected outcome is compared to the actual result.

Implementation

To enable fully automated test execution, we implemented
the test framework in Python as a command-line application.
The framework takes a JSON file as input, which contains
all test cases. Each test case links to a folder containing all
the YAML files describing the data products, data contracts,
teams, and access requests of a particular data mesh, and it
identifies a single access request via its ID to be checked
within that data mesh. For each test case, the framework
uses the tool’s API to reset the system state to match the ref-
erenced data mesh, ensuring isolation between executions.
It then calls the Governance Al API to analyze the access
request and returns a list of warnings in JSON format. An
empty list indicates the outcome is “No objections,” while a
non-empty list corresponds to “Warn.” If the API call fails,
e.g., due to errors in referencing data products, the actual
outcome is an “Error”. After all test cases have been exe-
cuted, the framework produces a JSON file containing each
test case along with its corresponding result.

While LLMs have shown relatively consistent output
when handling complex cases (Bignotti and Camassa 2024),
their probabilistic nature prevents test execution from be-
ing strictly idempotent. As a result, the test framework does
not provide a summary score for the executed tests. Instead,
we created a dashboard that allows quick visualization of
each test case, highlighting whether the expected outcome
matches the actual outcome.

Systematic Generation of Access Request
Test Cases

To put the testing framework into action, we collaborated
with domain experts to create two data maps in the insurance
and e-commerce domains. These data maps enabled us to
test realistic scenarios for evaluating our proposed system.
The domains were chosen due to their increasing adoption
of data mesh architectures and the high importance of data
governance (Ramos et al. 2024). In the next step, we used
these prototypical data maps to generate a comprehensive
set of potential data access requests.

Creating and Validating Data Maps

The data maps were designed to represent a minimal yet
complete data mesh architecture for a typical company in
the insurance and e-commerce domains. Drawing on our ex-
perience, we first created data products along with their cor-
responding data contracts. To ensure realism, the resulting
data maps were reviewed and validated by a domain expert.

To further enhance their authenticity, we incorporated
real-world privacy policies from companies in the respec-
tive domains. According to the experts, publicly available
privacy policies represent the most relevant basis for deter-
mining whether data access can be granted to another team
within the organization. This is because, when a contract is
established between a company and a customer, the privacy
policy becomes part of the agreement. As the privacy policy
defines the scope of data processing, such as requiring prior
consent before contacting a user for marketing purposes,
it imposes constraints on internal data sharing, particularly
when PII is involved. Notably, both policies were available
to the system in the companies’ primary language (German),
whereas all other inputs, including access requests, were in
English. In the following, we briefly present the two data
maps along with the experts’ design rationales for the insur-
ance and e-commerce domains.

Insurance domain. In the insurance domain, our initial
data map proposal underwent substantial revisions by the
domain expert, resulting in a final set of five providing data
products: “Actor,” “Benefits,” “Life Insurance Contracts,”
“Marketing Campaigns,” and “Underwriting Life Insur-
ance.” The expert explained that, due to legal constraints,
different business branches within the same insurance group
must remain separate, making data sharing across company
boundaries impermissible. Consequently, they modeled the
life insurance domain as a core business branch subject to
strict data governance limitations. Furthermore, based on
their experience, the expert noted that each domain or team
typically maintains only one outward-facing data product.
Each data product exposes a single output port with a well-
defined set of fields. To exemplify this, we listed the eight
fields of the Life Insurance Contracts data product in Ta-
ble 1. For replication purposes, all data products are avail-
able in the data map directory included in the supplementary
material. The domain expert holds the position of “Head of
Data & AI Governance” at a large insurance firm and has 15
years of industry experience.

E-commerce domain. The expert proposed three teams,
each responsible for multiple data products. Shop Oper-
ations provided the data products “Customers,” “Order”
“Order Lines,” and “Payments”; Logistics managed “Prod-
ucts and “Fulfillment;” and Marketing was responsible for
the (marketing) “Campaigns” data product. Similar to the
insurance domain expert, the e-commerce expert confirmed
that this foundational data map is both minimal yet represen-
tative of a typical e-commerce company. The e-commerce
domain expert holds the position of “Head of Data Gover-
nance” at a large European e-commerce company and has
nine years of industry experience.



Life Insurance Contracts (insurance domain)
Field Type Tags

policyholder name string PII
policyholder base data string PII

prior medical record string PII

sum insured string

premiums string

agent string

agent commission int trade secret
beneficiaries string PII

Table 1: Example of tagged fields in a data product out-
put port.

Designing an LLM Prompt for Access Request
Generation

Building on previous work on generating use cases with
LLMs (Herdel et al. 2024), we aimed to design a prompt
capable of producing a comprehensive list of access re-
quests. Following an iterative development process informed
by OpenATI’s prompt engineering guidelines (OpenAl 2025),
we informally evaluated the generated responses and exper-
imented with different prompt configurations.

Ultimately, the prompt structure outlined in Figure 6
yielded satisfactory results, which we then evaluated with
data governance experts from both domains. Providing the
LLM with extensive context directly from the data mesh in
YAML format proved viable and enabled fully automated
generation of test cases. Our test suite generation script it-
erates over all elements in the data map and dynamically
inserts relevant information, such as the fields in the out-
put ports of the providing data products, into the prompt.
This design makes the prompt domain-agnostic, allowing
reuse for generating access request test suites across differ-
ent data maps. Enforcing a structured output format via a
JSON schema was essential to ensure the completeness of
information in all cases. The only element excluded from the
final prompt was the entire data map, as including it led to
misaligned access requests. To guarantee balanced coverage
within the data maps, we executed the prompt independently
for each providing data product.

Creating Access Request Test Cases

One relevant design consideration in the access request gen-
eration step was that the output of the LLM be available in
a machine-readable format that can be automatically trans-
formed into the YAML format required to describe access
requests in the testing framework. Concretely, we used the
LLM’s response to create two artifacts: a newly introduced
consuming data product representing a use case, and a corre-
sponding access request toward the providing data product.
In Figure 7, we exemplify six such consuming data products
for the “Customers” and the “Order” data products. Note
that the consuming data products could also be data applica-
tions; however, within the scope of this work, we do not dif-
ferentiate between data products and data applications. The

System prompt

1. Persona We asked the model to adopt the persona of a
Senior IT Governance Specialist in the respective do-
main

User Prompt

1. Overview of the task

2. Providing data product including the data contract of
the output port (YAML)

3. List of potential consuming teams. This was to avoid
generating access requests within the same team/do-
main. We provided the teams as text with their
names and IDs.

4. Detailed Instructions about the task and the re-
quriements in plain text.

5. Privacy Policy We specifically asked for a wide range
of realistic access requests that can be accepted or
should be rejected according to the privacy policy. We
included the full privacy policy governing the data
mesh into the prompt as unprocessed text.

6. Required Elements of the output with an explanation.
The structure of the required elements was enforced
using the “Structured Outputs JSON mode”

7. Example of a representative access request (YAML)

Figure 6: Structure of the access request generation
prompt. Refer to Figure 2 for further details about elements
in the data mesh. The full prompt is provided in the supple-
mentary material.

dashed lines represent the pending access requests.

The LLM’s machine-readable output enables automatic
conversion into the format required for testing the generated
access requests. These can then be seamlessly added to the
data map and executed within the testing framework.

Results

In total, we generated 10 use cases with respective access
requests for each providing data product, resulting in 50 test
cases in the insurance domain and 60 in the e-commerce do-
main. The number of test cases was limited by the available
time of the domain experts to analyze them; nevertheless,
with an overall total of 110 test cases, we ensured a com-
prehensive evaluation. In the following sections, we evalu-
ate the test cases regarding their realism, Governance Al’s
ability to detect policy violations, and the usefulness of the
warnings and suggestions.

Realism of Generated Access Requests

Since the access requests and the underlying use cases were
LLM-generated, it was important to validate that the access
requests were realistic and that the use cases were plausible
within their respective domains. For this reason, as a first
step, we asked domain experts to assess the access requests
and judge their realism to eliminate any potentially halluci-
nated test cases. The experts classified each request as either
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Figure 7: Examples of access request scenarios generated
for the e-commerce domain. Overall, we generated 10 ac-
cess requests for each providing data product.

already existing (i.e., they were aware of companies engag-
ing in similar activities), generally realistic, or unrealistic,
with the latter category discarded from subsequent steps.

In both domains, the vast majority of access requests
were classified by the experts as realistic, with 85% already
existing in the e-commerce domain (Figure 8). In the e-
commerce domain, only one access request was discarded,
while in the insurance domain, four were discarded. When
analyzing the experts’ reasons for excluding use cases, two
were ethically dubious or violated laws, such as the EU
Al Act (European Union 2024), one described nonsensical
marketing efforts, and two were practically infeasible oper-
ational improvements. The expert in the insurance domain
did not distinguish between existing and realistic use cases
due to a misunderstanding of the difference. However, we
ensured that the inclusion and exclusion criteria were cor-
rectly understood.

Takeaway: Almost all LLM-generated access requests are
realistic, confirming the merit of LLM-based generation of

Is the access request realistic?
H 92% 8%
insurance - ) @

e-commerce - 8?5-3;'& 1:}.:)% 15
' ' ' ' '
0% 25% 50% 75% 100%
. No, this access request is unrealistic.
. Yes, this is a realistic access request for a plausible use case.

. Yes, | am aware of companies engaged in similar endeavors.

Figure 8: Almost all LLM-generated access requests are
realistic, with most already existing in the e-commerce
domain. The figure shows the distribution of the experts’
assessment regarding the realism of access requests.

the test cases.

Detection of Policy Violations

Using the previously introduced testing framework, we sys-
tematically evaluated all realistic access requests regarding
policy violations using Governance Al.

The output of the Governance Al was compared with the
expert baseline, resulting in four possible outcomes. In the
first two cases, the expert and the system agreed: either both
had “no objections” to the access request or both identified
issues that warranted a “warning.” In cases of disagreement,
the Governance Al either issued a warning while the expert
had no objections, or the expert raised concerns while the
Al did not. Figure 9 summarizes the four scenarios using
confusion matrices, with e-commerce on the left and the in-
surance domain on the right. The numbers in the fields show
the absolute and relative counts.

Importantly, there were no cases in the bottom-left
“missed warnings” quadrants, where the expert had objec-
tions but Governance Al did not issue any.

In the e-commerce domain, the expert argued that all
access requests are reasonable and would realistically be
accepted. However, this assessment assumed that personal
data used for analytics had been collected with user con-
sent for marketing and third-party sharing. At the expert’s
company, data was collected centrally and only made avail-
able for analytics after filtering for appropriate consent. This
is common in organizations with centralized data architec-
tures. In contrast, a decentralized data mesh shares data in
a more federated way, requiring each data owner to ensure
privacy-preserving sharing. In such settings, global assump-
tions about user consent typically cannot be made. Gover-
nance Al was designed for this decentralized context and,
accordingly, assessed the access requests without assuming
prior consent. Despite this difference, Governance Al agreed
with the expert in 74.1% of cases and issued warnings for the
remaining 15 access requests.

In the insurance domain, the expert formulated warnings
for 12 (26%) of the access requests and accepted the remain-
ing 74%. Again, the Governance Al was stricter, producing
warnings in 41 of 46 access requests, 29 of which the expert
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Figure 9: The confusion matrices for the two domains show different patterns of agreement. Crucially, the Governance Al
never failed to issue a warning in cases where the expert deemed one necessary; however, it produced 3.6 times more warnings

than the human experts.

found to be unproblematic.

Takeaway: Governance Al is generally stricter than the ex-
pert, leading to a higher number of warnings. Crucially, the
Governance Al never fails to issue a warning in cases where
the expert deems one necessary.

Usefulness of Governance AI Warnings and
Suggestions

To better understand the differences in judgment between
the experts and the Governance Al, we presented all ac-
cess requests that received warnings to the experts again,
this time including the warnings and the AI’s suggested
resolutions. Interestingly, in both domains, 80% of the Al-
generated warnings were labeled as correct by the experts.
However, only a minority, 25% in the insurance domain and
33% in the e-commerce domain, were considered entirely
correct. The remaining warnings in this group were judged
as generally valid but flawed in their reasoning. The experts
classified the remaining 20% of warnings as incorrect. These
were further divided into two categories: warnings based on
generally valid concerns that did not apply in the specific
context of the access request (8—13%), and warnings that
addressed non-existent or entirely irrelevant issues. The dis-
tribution is shown in Figure 10(a).

The e-commerce domain expert remarked that “[the Al]
follows a GDPR-centric approach that always assumes the
worst-case scenario. While this conservative stance is fun-
damentally not incorrect, the Al will consistently act as a
perpetual naysayer.” We consider this a valuable property
of Governance Al, as regulatory compliance is an explicit
design goal and GDPR fines can be severe.

Governance Al also provided brief suggestions on how
to improve access requests in response to each warning.
The distribution of responses, shown in Figure 10(b), high-
lights key differences between the two domains. In the e-
commerce domain, issues were relatively easy to resolve,
for example, by limiting data access to specific fields or
anonymizing data before processing. In contrast, the sug-

gestions in the insurance domain were rated as less useful.
While 53% were considered correct, the other 43% were
deemed misleading, as they would not effectively address
the underlying issues. The insurance domain expert com-
mented: “The warnings and suggestions are superficially
acceptable but insufficient in detail and from a legal per-
spective.” A common pattern across both domains was that
most suggestions proposed replacing PII with anonymized,
non-PII data to resolve the warnings.

Takeaway: The warnings issued by the Governance Al are
largely accurate; however, in a domain where privacy is
highly relevant, it is hard to resolve policy violations in an
easy way.

Discussion

We reflect on the implications of our findings and highlight
key limitations and directions for future work.

Theoretical Implications

Since the majority of test cases were deemed realistic by do-
main experts, it is reasonable to assume that our generation
process could yield an even higher number of realistic cases
until reaching a point of saturation. To ensure thorough ex-
pert evaluation, we limited our analysis to 10 test cases per
providing data product. This finding is consistent with pre-
vious research, which showed that 70% of LLM-generated
use cases for facial recognition and analysis were already in
existence, while 30% were classified as “upcoming” (Herdel
et al. 2024).

Calibrating a warning system depends heavily on its real-
world deployment, particularly on how users interact with
it (Fu et al. 2020; Lee and See 2004). Excessive warnings
may lead users to ignore them (Breznitz 1984), while insuf-
ficient sensitivity can result in missing critical issues, with
potentially serious consequences (Hall 2000). In this study,
false warnings had relatively minor consequences, as the fi-
nal decision to approve a data-sharing request remained with
the data owner, who could choose to disregard the warning.
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Figure 10: The warnings issued by the Governance Al were largely accurate. However, the more stringent data protection
requirements in the insurance domain made it challenging to generate meaningful suggestions for resolving critical data access
requests—whereas this was more feasible in the e-commerce domain.

Notably, in 26% of test cases in the e-commerce domain and
63% in the insurance domain, experts initially had no ob-
jections to access requests that the Governance Al flagged
with warnings (top-right quadrant of the confusion matri-
ces in Figure 9). However, after reviewing the warnings for
these requests, both experts agreed in 80% of cases that the
warnings were justified (Figure 10(a)).

On the other hand, failing to detect policy violations can
lead to privacy breaches, with fines that vary depending on
severity and jurisdiction (European Parliament and Council
of the European Union 2016). Notably, our findings show
that Governance Al never failed to issue a warning when the
expert deemed one necessary (bottom-left quadrant of the
confusion matrices in Figure 9). This indicates that the Gov-
ernance Al was always at least as “strict” as the domain
expert. Any attempts to calibrate the AI’s warning thresh-
old to increase the true “no objections” rate, 74% in the e-
commerce domain but only 11% in the insurance domain,
must ensure that this property is preserved to prevent over-
reliance on the assistive system (Alberdi et al. 2009; Inagaki
and Itoh 2013).

Practical Implications

This study presented an approach to automatically ensure
policy compliance using generative Al by analyzing data ac-
cess requests in a federated data mesh. We advanced the state
of the art by proposing a system that automatically checks
access requests. Governance Al produced more warnings
than an expert would find, especially in the domain where
protecting PII and other sensitive data is critical. The fact
that Governance Al was at least as strict as human experts
could be practically leveraged to introduce a higher level
of automation, i.e., automatically approving access requests
when Governance Al does not produce any warnings. While
our results support this potential transfer of decision-making
to the system, we caution against adopting this idea without
careful consideration. A conclusive assessment would likely
require further studies and additional safeguards (Sheridan
2002; Lee and See 2004).

Interestingly, Governance Al always provided a sugges-

tion for every warning, even if there was nothing that could
be done to rectify the access request. It is similar to a per-
son who, when asked for directions, offers an answer, even
if they don’t know the way. This behavior is an inherent
property of current LLMs, and while it is an area of ongo-
ing research (Zhang et al. 2024), we could not address it
by rewriting the Governance Al prompts. Instead, it may be
more effective to introduce an additional LLM step to qual-
ify the suggestion, potentially removing it if categorized as
inappropriate.

The automation around Governance Al creates new pos-
sibilities. It could be used to assess the impact of proposed
policy changes, providing a fast feedback loop to legal and
governance experts before those changes take effect. This
process could lead to better policies. Moreover, Governance
Al enables continuous monitoring of evolving data meshes
for emerging policy violations. This allows detection of oth-
erwise unnoticed violations, such as when new data-sharing
restrictions affect already approved data flows.

Finally, based on suggestions from both Governance Al
and domain experts, it should become standard practice for
data products handling PII to offer a secondary, less sensitive
output port containing anonymized or aggregated data. This
alternative output would allow consumers to access data that
meets their needs without compromising privacy, especially
for use cases that can be fulfilled with non-sensitive data.

Limitations & Future Work

We evaluated 46 and 58 realistic use cases across two
domains where data mesh architectures are increasingly
adopted. While these test cases cover many business pro-
cesses within the two model companies, our findings are
currently limited to these domains. We observed that data
governance involves different utility-risk trade-offs across
sectors, with e-commerce offering more flexibility than the
more restricted life insurance industry. Therefore, it would
be interesting to extend this study to further domains, such
as business-to-business domains, and also domains that
have been impacted by increasing privacy regulation, such
as finance, and healthcare (Layton and Elaluf-Calderwood



2019). Due to limited access to detailed real-world company
data architectures, we based our tests on the data products
of two model company data meshes. This approach makes
the results less realistic, yet more generalizable by avoiding
company-specific data handling practices. In future work,
we plan to develop data governance auditing methods build-
ing on the contributions of Nabar et al. (2008). For this pur-
pose, it would be interesting to develop test coverage metrics
for the data contracts and privacy policies. This would also
give more informed indications about a “sufficient” number
of test cases.

Analyzing the workflows of data product owners, re-
questers, or legal teams in formulating, assessing, and de-
ciding on data access requests was beyond the scope of this
paper. Our analysis focused on the realism of access requests
rather than their formulation. In practice, different authors
formulate access requests in different ways. Future research
could quantify the benefits and drawbacks of Al-based com-
putational governance, considering human factors, business
needs, efficiency, and user acceptance (Allaham, Kieslich,
and Diakopoulos 2025).

Additionally, further study is needed to explore how users
with varying expertise levels interact with the Governance
Al system. This is especially important given potential so-
ciotechnical risks, such as user overreliance and long-term
habituation, which may cause unintended consequences that
require understanding over time.

Conclusions

In this paper, we proposed Governance Al, an LLM-based
approach to automating data governance by evaluating data
access requests against privacy policies and data contracts
within a decentralized data mesh architecture. Our study
showed that the system effectively identified policy vio-
lations, issuing more warnings than human experts while
never missing critical cases. Although Governance Al ap-
plied stricter assessments, expert review confirmed that 80%
of its warnings were valid. This demonstrated its potential
to assist data governance experts in assessing many LLM-
generated, yet realistic, data access requests.

Governance Al is a component of a data governance man-
agement tool capable of monitoring and managing an entire
data mesh. The system was designed to consider all relevant
policies without preprocessing and to track changes within
the data ecosystem to prevent data breaches proactively. By
leveraging the testing framework, operators of decentral-
ized data architectures, such as multinational corporations
with varying privacy policies across markets, could evaluate
the effects of different policies through comprehensive test
suites generated from the access request tool.

Additionally, Governance Al could act as an educational
tool, guiding users in drafting data access requests that com-
ply with regulations. It could suggest how to formulate ac-
cess requests and use cases that meet regulatory require-
ments or recommend alternative data products with less sen-
sitive information.

Despite our encouraging results, implementing computa-
tional data governance remains a complex challenge (Per-
rin and Broda 2024; Dolhopolov, Castelltort, and Laurent

2024). The ability to handle multilingual natural language
showed the potential of generative Al in data governance.
Our Governance Al tool and testing framework represent
a step toward more effective implementations of computa-
tional governance in modern enterprise data architectures.

Ethical Considerations Statement

This work explores the use of Generative Al, specifically
LLMs, to assist with automated data governance in enter-
prise environments. While our system, Governance Al (clas-
sified as “limited risk” under the EU AI Act (European
Union 2024)), does not make final decisions, it provides pol-
icy violation warnings that could influence decisions regard-
ing data access. To mitigate ethical risks, human oversight is
embedded as a design principle, ensuring that accountabil-
ity and final decision-making authority remain with human
decision-makers.

The transfer of information for the purposes of checking
access requests is governed by the individual contracts be-
tween users of Data Mesh Manager, as well as the terms of
services the platform has with LLM providers.
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